Political Deepfakes are as Credible as Other Fake
Media and (Sometimes) Real Media*'

Soubhik Barari* Christopher Lucas® Kevin Munger?

This Draft: November 30, 2021

Abstract

There is widespread concern that political “deepfakes” — fabricated videos synthesized
by deep learning — pose an epistemic threat to democracy as a uniquely credible form
of misinformation. To test this hypothesis, we created novel deepfakes in collaboration
with industry leaders and a professional actor. We then experimentally assess whether
deepfakes are uniquely deceptive, and find that deepfakes are approximately as cred-
ible as misinformation communicated through text or audio. However, in a follow-up
discernment task, subjects often confuse authentic videos for deepfakes if the video
depicts a leader in their political party in a scandal. Moreover, informational inter-
ventions and accuracy primes only sometimes (and somewhat) attenuate deepfakes’
effects. In sum, our results show that while deepfakes may not be uniquely deceptive,
they may still erode trust in media and increase partisan polarization.
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— Senators Marco Rubio and Mark
Warner, in letters to social media
companies (Rubio and Warner, 2019).

Studies of democratic politics have long emphasized the importance of a well-informed
electorate for bolstering democratic accountability (Lippmann, 1922; Berelson, Lazarsfeld
and McPhee, 1954; Downs, 1957; Snyder Jr and Stréomberg, 2010; Herman and Chomsky,
2010). Information allows voters to accurately judge attributes of electoral candidates such
as leadership, expertise, competence, character, and values in order to make principled deci-
sions at the ballot-box (Popkin, 1991; Pierce, 1993; Alexander and Andersen, 1993; Alvarez,
1998; Stromberg, 2004; Caprara et al., 2006). Political misinformation, then, threatens the
electorate’s ability to credibly evaluate public officials and elect competent leaders (Carpini
and Keeter, 1996; Kuklinski et al., 2000; Hollyer, Rosendorff and Vreeland, 2019; Aral and
Eckles, 2019; Jerit and Zhao, 2020).

Societal concerns about misinformation have recently centered on novel deep learning
technologies capable of synthesizing realistic videos of politicians making statements that
they never said, colloquially termed UUJUIOOCO. Unlike previously available video manip-
ulation tools, contemporary deepfake tools are open source, and thereby unlicensed, un-
regulated, and can be harnessed by hobbyists (rather than visual effect specialists) with
relatively basic computational skills and resources (Government Accountability Office: Sci-

ence and Analytics, 2020)." Figure 1 graphically summarises the two major technologies

IDeepfake technology is advancing rapidly, and the videos we deploy in Experiment 1 are of a higher quality
than can easily be made by hobbyists. We argue that these deepfakes are thus less representative of deepfakes
from the 0000000 than they are of deepfakes [0 000 000000, and that our results are thus higher in temporal
validity than would be the case for contemporary hobbyist-level deepfakes.



for the production of deepfakes, which, by many counts, are responsible for the production
of the vast majority of political deepfakes at the time of writing (Lewis, 2018; Davis, 2020;
Ajder et al., 2019).

Because deepfakes let ordinary users produce media that falsely depicts someone saying
and doing that which they never said nor did, it is commonly suggested that deepfakes
uniquely threaten the electorate’s trust the information it consumes. This concern is not
without cause; since the advent of open-source deepfake technologies”, political elites around
the world have been targeted in deepfake video scandals. Notable examples include a 2018
deepfake of Gabon president Ali Bongo in the context of a coup attempt, and a deepfake
related to a sex scandal involving a Malaysian cabinet minister (Harwell, 2019).

Consequently, legislators (Gazis and Becket, 2019; Brown, 2019; Lum, 2019; Galston,
2020), news outlets (Harwell, 2019; Parkin, 2019; Frum, 2020; Hwang and Watts, 2020;
Schick, 2020; Toews, 2020) and civil society groups (Lewis, 2018; Davis, 2020; Ajder et al.,
2019; Bateman, 2020) have all emphasized the potential harm that deepfakes may cause to
democracy, and legislation exists in more than a dozen states to regulate the production
and dissemination of deepfake videos (Prochaska, Grass and West, 2020). And philosophers
claim that deepfake technology removes our ability to verify testimony, undercutting the
credibility of both honest and dishonest claims (Rini, 2020).

This article evaluates whether or not these concerns are warranted by answering a series
of fundamental research questions. First, are deepfake videos of salient public officials more
credible (i.e. not appearing fake or doctored) than equivalent information faked in existing
media modalities such as textual headlines or audio recordings? We denote this question as
Research Question 1 — RQ1 — throughout the text. Second, are deepfakes more credible to
certain subgroups (RQ2)? Third, are deepfake videos more or less credible than authentic

videos of political elites (RQ3)? Although the scope of possible deepfakes, political or non-

2 According to many reports (Lewis, 2018; Davis, 2020; Ajder et al., 2019), the earliest deep learning face-
swap tool to receive popular press was Face2Face in 2016; see also Suwajanakorn, Seitz and Kemelmacher-
Shlizerman (2017) in 2017, FakeApp in 2018, Faceswap and DeepFacelLab in 2019.
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