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Abstract

How do voters evaluate political candidates? Qualitative research has long high-
lighted the importance of vocal style in public speaking, yet quantitative research has
largely ignored this component of speech in favor of easier-to-measure text. We collect a
new audiovisual corpus of U.S. presidential campaign speech, computationally measure
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a unified causal framework for studying effects of text, audio, and visual speech compo-
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in campaign “catchphrases” with identical or near-identical wording, identified with
new automated phrase-clustering methods; and (2) an audio conjoint experiment with
nearly 1,000 recordings manipulating specific vocal mechanisms, produced with profes-
sional voice actors and audio editing software. We find strong evidence that candidates
are evaluated not just on the positions they express, but how they express them. We
also find suggestive evidence that the penalty for less desirable vocal styles is larger
for women than for men. Throughout, we lay methodological foundations for a broad
agenda on campaign speech.
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1 Introduction

Politicians spend tremendous amounts of time and money communicating with constituents,

and a large body of research examines the textual content of this communication (e.g., Cohen,

1995; Canes-Wrone, 2001; Baum, 2004; Rule et al., 2015). In practice, however, political

communication is more than words alone; the way in which words are spoken meaning-

fully shapes voter perceptions (Klofstad, 2016; Klofstad, 2017). Candidates rehearse stump

speeches, prepare for public debates, and painstakingly record countless statements and ad-

vertisements. Voters then evaluate candidates in part based on their appeal from behind a

microphone. Political parties, in turn, attempt to select candidates who possess this appeal.

The scale of this effort suggests that not only does the content of speech matter, but the

way it is delivered also matters. If not, why would parties and candidates invest precious

resources on what amounts to mere acting skills?1 And yet, despite the strategic importance

that this investment implies, political science has almost entirely ignored vocal style—how

candidate speech is delivered to audiences—instead focusing only on the textual content of

speech.

In this article, we lay the foundation for a new approach to studying how candidates use

speech to mobilize voters. To do so, we collect an original corpus of audiovisual campaign

speech recordings and conduct three analyses. We begin with a large-scale descriptive anal-

ysis of vocal delivery over a presidential campaign, examining how Barack Obama and Mitt

Romney appealed to voters over the course of the 2012 presidential election. Second, we use

those recordings to construct a naturalistic experiment, exploiting subtle variation in how

real-world candidates delivered similar policy statements, which we identify using new com-

putational methods for clustering speeches into approximately recurring “catchphrases”—

sentences that candidates repeated often on the campaign trail, but with varying vocal style.

1For an example of organizations and candidates emphasizing the speaking ability of political candidates,
Run for Something—a progressive political organization that recruits young candidates for down-ballot
elections—notes that they are looking for candidates who communicate well, both in person and online; it
provides training in public speaking for selected candidates (Run for Something Website, 2021). In fact, every
candidate training program that we identified provides instruction in public speaking: Run for Something,
Emerge America, She Should Run, Wellstone, Running Start, VoteRunLead, and Emily’s List.
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We show that this variation in delivery has large effects on real-world voters’ affect toward

and evaluations of these candidates. Third, we conduct a controlled experiment to evaluate

the auditory mechanisms behind these perceptual effects using a combination of professional

voice actors and audio editing software to produce nearly 1,000 audio recordings that manip-

ulate specific elements of vocal delivery. Respondents’ affect and willingness to vote for the

fictional candidates varies depending on their vocal qualities. Interestingly, we also report

suggestive evidence that the penalty for less desirable vocal styles is larger for women than

for men. In sum, we find that candidates’ vocal styles have a sizeable impact on substantively

important political outcomes.

To arrive at these substantive findings, we outline a general workflow for quantifying non-

textual speech behaviors and relating them to textual measures. Our observational analysis

of the election-speech corpus (Section 3) demonstrates a broadly applicable rubric for future

speech research: we extract automated, timestamped transcriptions, then pair these with

audio features to construct a more faithful representation of campaign speech than mere

text alone can provide. We then develop a new causal framework for studying the effects of

textual, auditory, and visual speech components (Section 4). Our first experimental analysis

shows how to identify and exploit natural variation in speech corpora (Section 5), providing

a guide for how researchers can quantify its effects. Finally, we develop a second conjoint-

style audio experimental design to isolate the effects of specific speech elements (Section 6).

To our knowledge, this is the first conjoint experiment to vary speech features and offers a

easy-to-use template for future work.

Before reporting the results of the three analyses described above, we first provide a

theoretical background underlying the widespread and common intuition that speech delivery

style affects candidate evaluation (Section 2). To do so, we draw on extensive historical

accounts, qualitative work, and quantitative research in psychology and neuroscience. This

work consistently suggests that voters rely heavily on often-subtle distinctions in speech

delivery to infer speaker traits (e.g., competence, knowledge, trustworthiness) and projected

emotion, rather than strictly responding to the text of speech. We then show how this gap

can be remedied with our observational and experimental analyses.
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2 How Political Speech Shapes Elections

It is well-established that humans use non-textual cues—e.g., the way in which words are

spoken—to draw inferences about a speaker. However, studies of political communication

largely focus on the textual content of speech and its effects on voters, despite evidence that

how a candidate speaks influences how they are evaluated by voters (e.g., Gregory Jr and

Gallagher, 2002; Tigue et al., 2012; Klofstad et al., 2012; Klofstad, 2016). The majority

of this evidence, however, focuses on one feature of non-textual communication: average

vocal pitch. In Section 4, we generalize these findings to other non-textual components

of communication, and also provide a formal causal framework for testing these separate

channels of communication. This framework applies not only to our experimental results,

but more generally clarifies the assumptions necessary for estimating causal quantities of

interest when multiple channels of communication exist (e.g., text and audio). In short, this

framework also applies to previous research on the study of vocal pitch, as well as future

research on yet-to-be studied features of speech communication.

Before laying out our causal framework, in the remainder of this section, we highlight

what is lost when researchers focus strictly on what was said, implicitly ignoring how it was

said.

2.1 Vocal Style Influences Listeners But Is Largely Ignored

A considerable amount of research on political campaigns is devoted to the causes and im-

plications of what candidates say when speaking to voters. These studies, which span many

disciplines, rely heavily on textual analyses of speech and have offered insight into candi-

dates’ ideology, policy preferences, value systems, and more. For example, linguists, social

psychologists, and political scientists alike study the text of campaign speeches (Degani,

2015; Bligh et al., 2010; Schroedel et al., 2013; Conway III et al., 2012), campaign advertise-

ments (Spiliotes and Vavreck, 2002; Sides and Karch, 2008; Franz et al., 2016; Fridkin and

Kenney, 2011a; Fridkin and Kenney, 2011b; Carlson and Montgomery, 2017), and campaign

debates (Fridkin, Kenney, et al., 2007; Benoit, 2017).

4



In contrast, popular analysis of political campaigns frequently emphasizes candidates’

vocal style, often ignoring textual content. In the 2016 U.S. presidential election, a number

of commentators claimed that the sound of Clinton’s voice was too high-pitched to be ap-

pealing, giving her the nickname “Shrillary” (Khazan, 2016). Candidates often respond to

these criticisms. For example, Margaret Thatcher artificially lowered her voice to appeal to

audiences and advance her political career (Moore, 2013), and former U.K. Prime Minister

Edward Heath trained to create a public voice distinct from his private voice (Rosenbaum,

2016). The concerns underlying these efforts are regularly vindicated by political elites re-

sponsible for training candidates to run competitively. Yale University’s Campaign School—

which trains women to run for office—employs several professional voice coaches, an implicit

recognition of voice’s important role for political hopefuls.

This anecdotal evidence finds support in a robust literature linking vocal pitch to the

evaluation of political candidates. Gregory Jr and Gallagher (2002) demonstrated early

support for this hypothesis, reporting observational evidence that presidential candidates

with lower-pitched voices outperformed those with relatively higher-pitched voices. To test

this hypothesis experimentally, Tigue et al. (2012) digitally manipulated the pitch of United

States presidents, showing that subjects preferred those with lower-pitched voices. Klofstad

et al. (2012) and Anderson and Klofstad (2012) demonstrated that this preference for lower-

pitched voices also holds for female candidates, and Klofstad (2016) finds evidence that this

preference is substantively significant for the outcome of elections.

We contribute to this existing literature in two primary ways. First, the causal framework

that we introduce in Section 4 makes explicit quantities of interest in studies of human speech,

which consist of textual and non-textual components, as well as the assumptions necessary

to estimate them.

Second, existing work largely focuses on the effect of average pitch. For example, Tigue

et al. (2012), Klofstad et al. (2012), Anderson and Klofstad (2012), and Klofstad (2016)

focus on the average pitch, motivated predominantly by biological explanations in which

pitch signals information about the speaker (e.g., strength) as well as their emotional state

(e.g., fear, stress). In contrast, in addition to (1) mean pitch, we manipulate (2) whether
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or not a speaker employs a monotonous speech style, (3) the speed at which they talk, and

(4) the volume of their speech. We highlight several key findings here and discuss them

in greater detail in Section 6. With respect to previous studies on speech pitch, however,

we highlight two findings here. First, the effects of monotonous speech and fast speech are

bouth greater in magnitude than the effect of speech pitch. Second, we find larger effects for

women speakers than for men, which appears to result from a larger penalty for undesirable

speaking styles. Put differently, we find larger effects for women speakers than for men

because the penalty for “undesirable” speech appears to be larger for women than for men.

In the remainder of this section, we overview how vocal style—the way in which words are

delivered—affects voter evaluations, including through pitch but also through other elements

of vocal style.

2.2 Consequences of Exclusively Analyzing Text in Campaign Stud-
ies

Existing approaches to the study of political communication discard a large part of what

voters hear when listening to politicians. This approach is in tension with a vast body of

evidence showing that even small non-textual impressions can shape vote choice (Bartels,

2002; Funk, 1999). Fridkin and Kenney (2011a), for example, find that voters evaluate

candidates based on perceived personality traits, separate from their stated policy positions.

Politicians recognize the importance of these perceptions and emphasize their positive traits

in campaign messages (West, 2017; Herrnson et al., 2019), especially their integrity and

empathy (Fenno, 1998). As a part of the same strategy, candidates routinely emphasize

the negative personality traits of their opponents to create contrast and sway voters (Geer,

2008).

Beyond political science, the salience of personality traits to voters is well-established.

Humans are quick to draw conclusions about others’ traits, and they evaluate others across

several trait dimensions to form overall impressions (McGraw, 2003). Auditory cues play

a key role in this process, helping listeners form attitudes and affect toward others. For

example, Vrij and Winkel (1992) finds that individuals with stereotypical racial accents are
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assessed more negatively—but these nuances are invisible to textual methods, implying that

by ignoring audio, scholars arrive at a skewed understanding of race’s role in opinion forma-

tion. Having an unattractive voice can also decrease the positive perceptions associated with

an individual (Surawski and Ossoff, 2006). Clearly, the sound of one’s voice carries meaning

and consequences, yet consideration of vocal characteristics has remained concentrated in

psychology and receives little attention in the study of politics, with the exception of the

aforementioned studies of average pitch.

As we show in the next section, voters receive strong information from audio cues that

is not conveyed by the text alone. This information is used to make inferences about the

personality traits of the candidate. Studies of the relationship between candidate communi-

cations and voter perception therefore risk being underspecified when excluding voice from

analysis.

2.3 What We Miss When We Ignore Audio Data

Due to space constraints, we are only able to highlight a fraction of the vast literature

linking speakers’ vocal cues to the specific perceptions and inferences formed by listeners.2

Audio data conveys words—that is, textual information—but also has the unique ability to

convey information that is not directly represented by the linguistic content of these words

alone. Listeners’ inferences about speaker qualities may be divided into two categories:

time-invariant traits and time-varying status. For instance, Knox and Lucas (2021) studies

speakers’ projected emotion or speech tone, a time-varying characteristic. A large literature

demonstrates that non-textual components of speech can project a facade of dominance

and power, relating to inferences about time-invariant speaker traits that listeners draw

(Kalkhoff et al., 2017; Carney et al., 2005; Gregory and Gallagher, 1999). Vocal cues can

also communicate levels of intelligence to the listener. Qualities of speech such as rate,

pitch, pronunciation and use of dysfluencies indicate to the listener whether the speaker is

not only competent on the subject of the speech, but competent as an individual (Klofstad

2A Google Scholar search for “paralinguistic,” referring to non-textual components of human communi-
cation, returned over 94,000 results in May 2023.
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et al., 2012; Tigue et al., 2012; Surawski and Ossoff, 2006). Vocal characteristics are also the

primary way that viewers interpret charisma of a speaker (Niebuhr et al., 2017; Novák-Tót

et al., 2017). Qualities such as intelligence, charisma and dominance do not change and thus

will stay with the listener as an important impression. The voice also offers unique insight

into the extemporaneous parts of speech, which indicate the dynamic characteristics of the

speaker. Perhaps the most relevant dynamic trait of a speaker is their emotion. Several

measurable qualities of speech can be used to identify a speaker’s use of emotion (Banse and

Scherer, 1996; Johnstone and Scherer, 2000; Scherer, 2003; Dietrich, Hayes, et al., 2019).

For example, tone of voice and intonation patterns can indicate which emotion a speaker is

experiencing and projecting (Bänziger and Scherer, 2005). Qualities such as breathiness and

meekness can also affect the communication of emotions (Gobl and Chasaide, 2003). While

we note that it’s difficult to disentangle effects on all of these correlated dimensions, by the

same logic a single speech can affect evaluation on many aspects of perceived personality.

In sum, much research establishes that vocal qualities like pitch, rate of speech, emotional

intensity and volume affect evaluations of a speaker. Given this, the lack of research on vocal

style in political campaigns represents a glaring omission—one that is not, presumably, due

to theoretical considerations. To further illustrate the relevance of non-textual cues from

speeches, we now highlight a single speech given by President Barack Obama in 2012.

2.4 A Case Study: Barack Obama’s 2012 Victory Speech

To illustrate how the audio of human speech varies, we visualize the audio from a single

speech. Figure 1 displays summaries of then candidate Barack Obama’s acceptance speech

at the 2012 Democratic National Convention. Panels A1, A2, and A3 display raw features

of a single utterance in the speech (approximately a sentence). Panel A1 is the waveform

of the sentence, the measured displacement of air over the duration of the sentence. Panel

A2 shows the pitch, along with the timestamped words of the sentence. We only plot the

pitch where it can be confidently estimated.3 Panel A3 shows the same words, but with

3Pitch is an estimated quantity which cannot be directly observed. If the estimates are implausibly large
or small, or if estimates diverge significantly when using two separate methods for pitch estimation, we
assume that pitch cannot be estimated at those moments.
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the sentence’s loudness instead of pitch. Note that Obama uses pitch modulation and long

pauses to emphasize certain terms as he speaks. In each of these plots, the x-axis is time.

However, a speech is of course composed of many sentences. Panels B1–4 display a

summary of the full speech. Instead of time, the x-axis in these plots is simply an index of

the utterance, and the displayed feature is a summary of the audio in that sentence (either

the mean or the variance of the pitch or the loudness). While it is possible to observe general

patterns (for instance the variation in volume appears to steadily increase toward the end

of the speech), note that these sentence-level summaries discard much of the information

displayed in panels A1-3.

We now turn to the collection of a corpus of campaign speeches, and describe how we

constructed treatments for our first experiment.
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Figure 1: Panel A1 is the waveform of the sentence, the measured displacement of air over the duration of the sentence. Panel
A2 shows the pitch, along with the timestamped words of the sentence. Panel A3 shows the same words, but with the sentence’s
loudness instead of pitch. Panels B1–4 show summary measures of these features for a full speech.
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3 A New Corpus of Campaign Speech

In our empirical study of the effects of speech delivery, we first establish that speech delivery

in fact varies in real-world political contexts by creating and analyzing a new corpus of

campaign speeches from the 2012 Presidential Election. We then construct naturalistic

treatments from it for use in our first experiment.

To construct our corpus of videos, we scrape 100 recorded campaign speeches from the

nonpartisan website ElectAd: 38 of Obama and 62 of Romney. All speeches were given

in 2012, with most occurring in the three months before election day. For example, from

September 10–17, the data include Romney’s campaign rallies in Mansfield and Painesville,

Ohio; his address to the National Guard Association Convention in Reno, Nevada; a question

and answer session in Jacksonville, Florida; a campaign rally in Fairfax, Virginia; and an

address to the Hispanic Chamber of Commerce in Los Angeles, California. Our corpus also

includes Obama’s victory speech and Romney’s concession speech from November 6 of that

year.

In raw form, each video contains multiple speakers, only one of which is the candidate of

interest. To circumvent this problem, we use human coders to manually identify the start

and stop points of the candidate’s speech and drop the remaining video. Next, to construct

text transcripts corresponding with these recordings, we use the Google Speech-to-Text

API. Because campaign speeches may be unlike data on which Speech-to-Text is trained,

we provide a series of “hints”—n-grams that are likely to be common in campaigns but

rare in other contexts—based on frequent phrases used by Obama and Romney in speeches

recorded in the American Presidency Project (Woolley and Peters, 2008).

Next, we analyze descriptive differences in speech patterns between Obama and Romney.

3.1 Observational Evidence: Vocal Variation in Obama v. Rom-
ney

There is reason to believe that vocal style is a strategic component of campaigning. Politi-

cians use speeches as a chance to broadcast their ideological platforms. Features like vocal
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tone and rate of speech can contain cues for the listener about the candidates’ positions.

Changing vocal style from a relaxed tone to an imperative tone, for example, can demon-

strate the importance of a policy position to a candidate.

In Appendix Figure 12, we compare Obama and Romney’s styles across four audio fea-

tures. We find substantial variation in modulation, both in pitch and volume, but seemingly

less variation in the mean of these features. These results also show that Obama modulates

both volume and pitch to a greater degree than does Romney, while Romney has a higher

average volume than Obama—differences that are broadly consistent with the numerous

popular accounts suggesting that Obama is a more talented public speaker than Romney.

Figures 2 (Obama) and 3 (Romney) shows how Obama and Romney varied their vocal

styles in 2012 campaign speeches depending on the topic they were discussing. Points plotted

in red are significant after multiple testing correction (Benjamini and Hochberg, 1995). To

measure the topic of speech, we used the Lexicoder policy agendas dictionary (Albaugh et

al., 2013). Results show that Obama uses rhetorical flourishes to draw attention to issues

of religion and the economy—issues emphasized during his presidency, illustrating the face

validity of the audio features we employ—while speaking less emphatically when discussing

national defense. However, audio analysis can reveal more than just engagement: measures

of vocal behavior indicate that Romney appears exceptionally monotonous when discussing

technology.
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Figure 2: Change in vocal style by Obama conditional on the topic of speech. Red estimates
are those which remain significant after a multiple testing correction. Table 9 in the appendix
presents these results in tabular form.

13



Figure 3: Change in vocal style by Romney conditional on the topic of speech. Red esti-
mates are those which remain significant after a multiple testing correction. Table 10 in the
appendix presents these results in tabular form.
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4 A Causal Framework for Studying Effects of Textual,

Auditory, and Visual Speech Components

In this section, we introduce a formal causal framework for studying the effects of audiovisual

treatments, such as recorded campaign speech. Our approach draws on prior work on causal

inference in text (Egami et al., 2018) and conjoint experiments (Hainmueller et al., 2014).

We consider a sample of N voters, indexed by i ∈ {1, . . . , N}, who consume a series of

J candidate utterances, indexed by j ∈ {1, . . . , J}, where an utterance is approximately a

sentence-length statement. We denote the j-th utterance consumed by respondent i with

the triple U ij = {Tij,Aij,Vij}, respectively corresponding to the textual, auditory, and

visual components of the utterance.4 In what follows, we will denote the collection of J

utterance transcripts observed by respondent i as T̄i = {Ti1, . . . , TiJ}; similarly, the collection

of utterance audio and visual recordings will be denoted Āi = {Ai1, . . . , AiJ} and V̄i =

{Vi1, . . . , ViJ}. After consuming the candidate’s j-th utterance, the i-th voter forms a K-

dimensional evaluation, indexed by k ∈ {1, . . . , K}, that we collect in an outcome vector

Yij = [Yij1, . . . , YijK ]. This multidimensional evaluation includes the voter’s evaluation of

the candidate’s competence and trustworthiness, as well as the respondent’s willingness to

vote for the candidate.

In studying the causal effects of candidate speech, researchers are interested in under-

standing how voters would have evaluated a candidate, counterfactually, if voters had been

exposed to an utterance with different textual, auditory, or visual components. We denoted

the components of this counterfactual utterance as t, a, and v, respectively. Quantify-

ing these effects in speech data, which is highly unstructured, is a challenging task. To

do so, we rely on the notion that a complex or high-dimensional treatment can be repre-

sented with a “sufficient reduction” that summarizes all possible aspects of the treatment

that can influence the outcome. In the text-analysis setting, Egami et al. (2018) refers to

such sufficient reductions as “codebook functions” which map a high-dimensional sequence

of words, t, into a low-dimensional representation, gT (t), such as the presence or absence of

4Throughout, we will use {} to denote ordered sets.

15



a topic (see also Fong and Grimmer, 2016). This broad formulation encapsulates numerous

analytic approaches used to study the effects of text dictionary-based classification, bag-

of-words representations, as well as topic models (Roberts, Stewart, Tingley, et al., 2014;

Roberts, Stewart, and Airoldi, 2016) and text-embedding models (Rodriguez and Spirling,

2022) learned from the data. Sufficient-reduction assumptions are commonly used in net-

work studies of “peer effects,” or the contagion of behavior, where scholars often suppose

that a focal individual’s decisions are driven by the number or proportion of peers adopting

a particular behavior, a simple-to-analyze scalar, rather than the specific identities of those

peers, a vector that can take on combinatorially many values (Eckles et al., 2016; Bramoullé

et al., 2020).

This concept of a sufficient reduction can be extended to non-textual components of

speech. For example, Dietrich, Enos, et al. (2019) employs an audio reduction in which a is

a Supreme Court justice’s utterance and gA(a) is defined as the average vocal pitch of that

utterance, which is shown to correlate with their voting. Knox and Lucas (2021), also in a

study of Supreme Court Oral Arguments, model gA(a) with a supervised hidden-Markov-

model classification of each speaker’s vocal tone, mapping justice utterances into domain-

relevant categories—“skeptical” or “neutral” questioning. These sufficient reductions are

then used to study the flow of conversation in judicial deliberations. In this paper, we

represent the vocal characteristics of each candidate utterance with a multidimensional gA(a)

that covers a plethora of auditory summary statistics, including speech rate along with

levels and variation in pitch and volume. In principle, analysts can employ visual reductions

(Torres, 2018), gV (v), to represent elements of visual style, such as facial expressions and head

movements as in Boussalis et al., 2021; Reece et al., 2022. We do not pursue this approach

in this study of candidate vocal expression, due to the difficulty of manipulating candidate

facial expressions while holding audio fixed. However, recent computational advances in

the creation of “deepfakes”—fabricated videos synthesized by deep learning—may make it

possible to conduct experiments of this sort (Barari et al., 2021).

Finally, completing our notation, for simplicity we will use ḡX() to denote the repeated

application of the sufficient reduction function to multiple utterances, so that ḡX(X̄i) =
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{gX(Xi1), . . . , gX(XiJ)}, .

We are now ready to introduce a potential-outcome framework (Neyman, 1923; Rubin,

1974) for studying the effects of speech. Let Yijk (ū) denote the potential evaluation by

respondent i on candidate characteristic k that would be observed after the j-th utterance,

if they were counterfactually assigned to the sequence of candidate utterances represented

by ū, which is comprised of components {t̄, ā, v̄} (respectively, the sequence of transcripts,

audio recordings, and silent video recordings).

Assumption 1 (Sufficiency of reduced representation). Yijk(ū) = Yijk(ū
′) for u = {t̄, ā, v̄}

and u′ = {t̄, ā, v̄} if ḡT (t̄) = ḡT (t̄
′), ḡA(ā) = ḡA(ā

′), and ḡV (v̄) = ḡV (v̄
′).

This assumption allows us to rewrite Yijk(ū) in terms of the sufficient reductions for each

utterance, Yijk (ḡT (t̄), ḡA(ā), ḡV (v̄)).

This formulation is without loss of generality for two reasons: (1) text, audio, and visual

reduction functions are allowed to be arbitrarily complex, and (2) because this formulation

does not restrict interference between successive utterances, such as gradual updating by

a voter over the course of a campaign speech. We now discuss each of these in turn. By

justifying assumptions about gT (·), gA(·), and gV (·), analysts can use domain expertise to

place more assumed structure on the way that voters respond to campaign speech. When

these are taken to be the identity function, so that no reduction is made at all, analysts

effectively assume that even the slightest deviation—a stray “uh,” the slightest pause, or

a miscolored pixel—can produce entirely different potential evaluations. In contrast, when

analysts make more restrictive assumptions about sufficient reductions, this notation im-

plicitly makes a stable unit treatment value assumption (SUTVA, Rubin, 1980) that any

variation in t, a, or v is causally irrelevant as long as they have the same sufficient reduc-

tion, i.e. that gT (t) = gT (t
′), gA(a) = gA(a

′), and gV (v) = gV (v
′).5 When gT (·) counts

the number of words in an utterance that appear in a keyword dictionary, analysts assume

that word ordering and non-dictionary words have no causal effect on opinion formation.

Similarly, when gA(·) measures only the average pitch, analysts assume that a monotonous

5Formally, Yijk(gT (t̄), gA(ā), gV (v̄)) = Yijk(gT (t̄
′), gA(ā

′), gV (v̄
′)) if gT (t̄) = gT (t̄

′), gA(ā) = gA(ā
′), and

gV (v̄) = gV (v̄
′).

17



drone is interchangeable with a highly modulated utterance centered on the same value. An-

alysts’ context-specific assumptions about the nature of these sufficient-reduction functions

therefore play an essential role in causal inference about the effects of speech (Egami et al.,

2018).

In this paper, we will make the simplifying assumption—defined formally in Assump-

tion 2—that a respondent’s potential evaluation in one task does not depend on the candidate

speech that they have been exposed to in the past.

Assumption 2 (No cross-utterance interference). Yijk (t̄, ā, v̄) = Yijk (t̄
′, ā′, v̄′) for all i, k

and for all speech component pairs (x̄, x̄′) differing only in the j-th position, i.e. with

{gX(x̄1:(j−1)),x, gX(x̄(j+1):J)} and x̄′ = {gX(x̄′
1:(j−1)),x, gX(x̄

′
(j+1):J)}.

This states that an individual’s potential responses after being exposed to utterance j

will be the same regardless of what they have been exposed to in the past or will be exposed

to in the future. This is closely related to the “no interference” component of SUTVA, as well

as the “no carryover effect” and “no profile-order effect” assumptions commonly employed in

the conjoint literature (Hainmueller et al., 2014). We note that this is a strong assumption

in the campaign speech setting, where voters form opinions about candidates gradually by

consuming hundreds or even thousands of utterances over a campaign season. However, it

may approximately hold in the settings of Experiments 1 and 2, to the extent that respondents

learn only a small amount about a candidate from each campaign-speech utterance. With

this simplifying assumption, we can eliminate past and future utterances from our potential

outcomes, dropping the j subscript to obtain the simplified notation Yik (gT (t), gA(a), gV (v)).

However, we emphasize that developing experimental designs for studying the accumulated

effects of campaign speech exposure remains an important direction for future work.

Next, we formalize and discuss a core assumption in prior text-based research. Scholars

using transcripts to study the effects of campaign speeches—extracting and analyzing only

t—are effectively assuming that paralinguistic cues are causally irrelevant. That is, analysts

discard the auditory and visual components of speech, a and v, setting them equal to the

empty set, ∅. Thus, analysts can only elicit Yit (gT (t),∅,∅) from respondents. In essence,
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this past work implicitly assumes that any other way of delivering the same words would

have produced the same audience reaction.

Assumption 3 (Irrelevance of paralinguistic cues).

Yik (gT (t), gA(a), gV (v)) = Yik (gT (t), gA(a
′), gV (v

′)) for all a, a′, v, v′.

In many settings, this can be weakened to require only equality in expectations.6

We are now ready to formally define the experiments presented in Sections 5 and 6. In

Experiment 1 (Section 5), we test Assumption 3 and find that it is entirely incompatible

with actual candidate evaluations. We use a novel phrase-clustering method to identify

instances of a candidate recycling a well-worn campaign “catchphrase,” u = {t,a,v} and

u′ = {t′,a′,v′} in two differing styles, so that t = t′ but a ̸= a′ and v ̸= v′. Respondents

are exposed to videos of both catchphrase variants, then asked to select the variant that

leads to a more positive evaluation—that is, identifying whether Yik (gT (t), gA(a), gV (v)) or

Yik (gT (t), gA(a
′), gV (v

′)) is larger—and test the null hypothesis that this choice probability

is equal to 1
2
, as Assumption 3 suggests. To ensure respondents are influenced by vocal style,

we then repeat this experiment with audio recordings only, eliciting comparisons between

Yik (gT (t), gA(a),∅) or Yik (gT (t), gA(a
′),∅) is larger. Finally, we expand our analyses to

the common scenario where wording differs slightly, so that t ̸= t′. We develop a novel

“difference in differences” design that compares the text-only contrast, Yik (gT (t),∅,∅) ver-

sus Yik (gT (t),∅,∅), to the audio contrast, Yik (gT (t), gA(a),∅) versus Yik (gT (t), gA(a
′),∅).

Finally, we formalize a key assumption under which the difference in differences can be used

to test the null hypothesis of Assumption 3.

While Experiment 1’s use of actual U.S. presidential candidate speech allows us to eval-

uate the impact of vocal style in a highly naturalistic setting, this experimental approach

also constrains the types of questions that can be asked. We therefore design Experiment

2 (Section 6) to address two specific limitations. First, the real-world recordings used in

Experiment 1 are constrained by the fact that vocal style for a particular catchphrase will

6Note that our formulation is stronger than the sufficiency assumption of Egami et al. (2018), which states
only that Ei [Yijk(gT (t̄), gA(ā), gV (v̄))] = Ei [Yijk(gT (t̄

′), gA(ā
′), gV (v̄

′))]. This is due to a subtle issue in our
use of a paired-utterance forced-choice design in Experiment 1 (Section 5), which requires distributional
equality rather than merely equality in expectation.
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only vary within a narrow window—perhaps slightly more sluggish after several tiring days of

campaigning or slightly more energetic before a boisterous crowd, but all within the range of

a candidate’s baseline speaking style. In Experiment 2, we use a combination of voice actors

and audio-editing manipulations to examine more substantively meaningful dimensions of

variation in campaign speech. We examine realistic interventions on two dimensions—speech

rate and vocal modulation—corresponding to common aspects of real-world training in pub-

lic speaking. Voice actors are encouraged to read scripts quickly, slowly, monotonously, and

dynamically. We demonstrate how these encouragements manifest in our audio summary

statistics and show that despite the fact that encouragements are targeted to specific ele-

ments of gA(a), it is difficult even for professional actors to modify one dimension of voice

(e.g., speed) in isolation from others (e.g., loudness, pitch, and modulation). To examine the

contribution of individual vocal elements, we therefore edit the audio to artificially modify

pitch and loudness while holding other aspects of speech constant. Second, while the paired-

utterance, forced-choice design of Experiment 1 is useful for maximizing statistical power,

it is ill-suited for quantifying the magnitude of a vocal style shift on candidate evaluations.

Therefore, in Experiment 2, we present respondents with one audio recording at a time,

u = {t,a}, then ask them to report Yik (gT (t), gA(a),∅).

5 Experiment 1: Real Campaign Speech

We now design a naturalistic experiment that leverages variation in how candidates deliver

campaign catchphrases in the corpus described in Section 3. We first use a new computational

technique for “substring clustering” to identify frequently repeated catchphrases. Then, we

locate pairs of utterances with identical or near-identical wording but differing vocal style.

These matched pairs are used to test the null hypothesis that vocal style has no effect on

listener perception. We use this approach to study the impact of vocal style in a maximally

faithful setting: using real-world campaign messages, delivered in real-world campaign vocal

styles, tested on a sample of real-world voters.

We find strong evidence that variation in candidate vocal delivery has an effect on voter
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evaluations. Importantly, the differences in vocal style that we exploit are extremely subtle.

Candidates for the U.S. presidency are selected in part for being skilled public speakers, and

they have strong incentives to perform optimally throughout their campaign. Experiment

1 is therefore an especially conservative test, as most plausible real-world interventions—for

example, professional speech coaching or focus-group evaluation of speech styles—are likely

to create larger shifts in vocal style than the slight deviations that we study here.

5.1 Designing the Naturalistic Experiment

To design our experiment, we first identify instances in which Obama or Romney uttered

identical or near-identical statements on the campaign trail. We began by comparing ev-

ery 10-word sequence in the corpus to every other 10-word sequence in the corpus. This

is an extremely computationally intensive procedure involving roughly 90 billion pairwise

comparisons. Accomplishing this task in an efficient manner required the development of a

new text-matching algorithm. Briefly, we (1) propose a new distance metric based on the

correlation in letter frequencies between each pairwise comparison; (2) use this metric to

reformulate the string-search problem as a convolution problem; and (3) exploit the Fourier

convolution theorem to sweep a single phrase over an entire target document with only a

handful of mathematical operations. Details are provided in Appendix Section A. The chief

benefit of this approach is that it is much faster—by up to 60 times, in our testing—than

the current state-of-the-art computational technique for fuzzy substring matching, agrep.

The speed of this approach allows us to compute similarity scores for every pair of k-

word sequences in the corpus. We then construct a network of phrases and apply network

clustering techniques to identify sets of approximately matched 10-word sequences, extend

sequences to complete sentences, and identify recurring “catchphrases.” Next, human coders

inspected raw video for each group of catchphrases, qualitatively assessing both the cohesion

of transcripts and the divergence of vocal delivery for utterances in a catchphrase group.

They identified catchphrase clusters with a relatively large degree of naturally-occurring

variation in spoken delivery, then noted the start and stop times of the complete sentences

(rather than the k-word sequence) for each recording in the community. From these, we
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selected 29 matched pairs of utterances with identical or near-identical phrasing.

From each pair of matched recordings, we created three conditions: textual transcripts,

audio recordings, or full video of the utterance pairs. We asked respondents to evaluate the

utterances on K = 8 dimensions. Respondents selected the versions that made them feel

more angry, afraid, hopeful, and proud; as well the versions that were more consistent with a

statement made by a strong, knowledgeable, moral, and inspiring leader. (Respondents were

assumed to answer randomly when they are indifferent.) We adopt this paired-utterance

approach to allow within-respondent comparisons, with the goal of addressing potential

power issues due to the relatively subtle a-a′ and v-v′ differences. The forced-choice design

avoids the potentially confusing scenario of asking a respondent to evaluate a candidate twice

after being exposed to two similar recordings.

We fielded the experiment on a sample of actual voters in the 2016 U.S. presidential elec-

tion, using Amazon Mechanical Turk. The 29 catchphrases were divided into three batches,

in which subjects were sequentially shown nine or ten catchphrases (paired utterances), with

utterance modality (text, audio, or video) randomly assigned at the pair level. Subjects were

permitted to participate in more than one batch but could complete each batch once, ensur-

ing that no individual was assigned the same catchphrase more than once. After dropping

subjects who failed an audio-based attention check and/or had duplicated IP addresses, 773

voters participated in the first experiment. On average, more than 250 voters coded each

phrase. Appendix Section C displays screenshots depicting exactly what respondents saw,

and Appendix Figure 13 plots the means for each of these conditions, for each of the paired

recordings, demonstrating substantial variability across these conditions.7

5.2 Null Hypothesis Testing in the Naturalistic Experiment

We begin by introducing a stock phrase that Obama repeats verbatim in back-to-back cam-

paign appearances on November 1, 2012: “Let’s put Americans back to work doing the work

that needs to be done.” When campaigning in Boulder, CO, Obama speaks deliberatively

(u = {t,a,v}); in contrast, when appearing in Green Bay, WI, he delivers the same message

7Attention checks and IP filtering resulted in slight variation in sample size across phrases.
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emphatically (u′ = {t′,a′,v′}). We first develop the basic logic of the experimental design,

using notation introduced in Section 4, before extending the approach to account for the

slight variations in phrasing that appear in other identified catchphrase pairs.

In this utterance pair, the two transcripts are a perfect match, so that t = t′. How-

ever, vocal and nonverbal delivery differ in the two appearances, so that a ̸= a′ and

v ̸= v′. We are therefore able to directly evaluate Assumption 3 by assessing whether

Yik (gT (t), gA(a), gV (v)) and Yik (gT (t), gA(a
′), gV (v

′)) are equal. To do so, we exposed one

third of respondents to videos of both u and u′ in randomized order.

Assumption 3 implies that the two evaluations will be equal.

H1 : Pr (Yik (gT (t), gA(a), gV (v))− Yik (gT (t), gA(a
′), gV (v

′)) > 0)

+
1

2
Pr (Yik (gT (t), gA(a), gV (v))− Yik (gT (t), gA(a

′), gV (v
′)) = 0) =

1

2

We reject this null hypothesis at p < 0.001 for each of the K = 8 evaluation criteria.

For example, 72% of respondents found the emphatic variant of the utterance to be more

consistent with strong leadership, and 76% said it made them feel more proud.

Next, to rule out the possibility that respondent evaluations are driven by the visual

channel, rather than the audio component that is the focus of this work, we exposed another

third of respondents to audio recordings alone, so that evaluations were based on a compar-

ison between Yik (gT (t), gA(a),∅) and Yik (gT (t), gA(a
′),∅), eliminating the visual channel.

We then test the following null hypothesis.

H2 : Pr (Yik (gT (t), gA(a),∅)− Yik (gT (t), gA(a
′),∅) > 0)

+
1

2
Pr (Yik (gT (t), gA(a),∅)− Yik (gT (t), gA(a

′),∅) = 0) =
1

2

Again, we find strong evidence that vocal style matters. In every criterion, respondents

exhibited a preference for one video over the other by more than 35 percentage points, and

the null hypothesis is rejected at p = 0.005 or less for each of the K = 8 evaluation criteria.

While this simple approach allows us to reject Assumption 3—the assumed irrelevance

of vocal delivery that is implicit in much prior work—it is not directly applicable to many

of the catchphrases that we identify. Most catchphrases are repeated with slight variations,
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which can range from the minor as the insertion of a stray “so” or the contraction of “I will”

to “I’ll.”

For example, on September 12, 2012, after Ansar al-Sharia’s attack on the U.S. consulate

in Benghazi, Obama stated, “We still face threats in this world, and we’ve got to remain

vigilant. But that’s why we will be relentless in our pursuit of those who attacked us yester-

day. But that’s also why, so long as I’m commander in chief, we will sustain the strongest

military the world has ever known.” His speech was highly modulated, with punctuated

bursts of loudness and well-timed pauses. The next day, however, Obama delivered a listless

and halting variant on this theme, stumbling over many of the same words. However, a

direct comparison between two audio recordings does not allow us to test Assumption 3,

because we cannot rule out the possibility that differences in respondent evaluations were

due to minor differences in wording—his use of “There are still threats” instead of “We still

face threats,” or “we have to be relentless in pursuing” instead of “we will be relentless in

our pursuit.” To deal with this issue, we develop a “difference in differences” design that

compares the pair of audio recordings, {t,a} and {t′,a′}, to the pair of utterance transcripts

alone, t and t′. Intuitively, the goal of doing so is to measure the gap in evaluations for two

audio utterances (differing in both transcript and vocal delivery), measure the gap in their

textual versions (differing only in transcript), and subtract the textual gap from the audio

gap to estimate the portion due to vocal delivery alone. Formally justifying this procedure

requires one additional assumption, which we make explicit below. Assumption 4 is only

used in the context of Experiment 1.

Assumption 4 (Additive separability of potential evaluations).

Yik (gT (t), gA(a), gV (v)) = αik+hT
ik(gT (t))+hA

ik(gA(a))+hV
ik(gV (v)), where αik represents re-

spondent i’s baseline evaluation on metric k, and hX
ik(·) denotes deviations from that baseline

evaluation based on sufficient reductions of component X.

This states that candidate speech text and speech audio do not interact in terms of how

they contribute to a respondent’s potential evaluations.8 It is closely related to the parallel

8In many settings, Assumption 4 can be weakened to an assumption about additive separability of the
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trends assumption in conventional difference-in-differences analyses. An important special

case that automatically satisfies Assumption 4 is when the t-to-t′ manipulation, the a-to-a′

manipulation, or both manipulations have constant treatment effects. Due to the complexity

of candidate speech and voter evaluations, this assumption is unlikely to be generally satisfied

for all t, a, and v. However, because the manipulations studied in Experiment 1 are generally

extremely subtle, it may hold approximately for the specific variations in transcript and vocal

style that we study.

Under Assumption 4, the forced-choice probability between audio recording pairs {t,a}

and {t′,a′} can be rewritten

Pr (Yik (gT (t), gA(a),∅)− Yik (gT (t), gA(a
′),∅) > 0)

+
1

2
Pr (Yik (gT (t), gA(a), gV (v))− Yik (gT (t), gA(a

′),∅) = 0)

= Pr
(
hT
ik(gT (t)) + hA

ik(gA(a))− hT
ik(gT (t

′))− hA
ik(gA(a

′)) > 0
)

+
1

2
Pr

(
hT
ik(gT (t)) + hA

ik(gA(a))− hT
ik(gT (t

′))− hA
ik(gA(a

′)) = 0
)

Assumption 3—irrelevance of paralinguistic cues, an unstated assumption in prior text-based

work—then implies that hA
ik(gA(a)) = 0, suggesting that forced-choice proportions between

utterances u and u′ should be equal regardless of whether respondents are exposed to the

text or audio variants of the utterance pair. This is given formally in the following null

hypothesis:

H3 : Pr (Yik (gT (t), gA(a),∅)− Yik (gT (t
′), gA(a

′),∅) > 0)

+
1

2
Pr (Yik (gT (t), gA(a),∅)− Yik (gT (t

′), gA(a
′),∅) = 0)

= Pr (Yik (gT (t),∅,∅)− Yik (gT (t
′),∅,∅) > 0)

+
1

2
Pr (Yik (gT (t),∅,∅)− Yik (gT (t

′),∅,∅) = 0)

We use this approach to examine voter evaluations in the text-based contrast and find that

mild wording variations in Obama’s response to the Benghazi attack—his catchphrase about

conditional expectation function, rather than the individual-level potential-outcome function itself. When
examining single-utterance ratings, the weaker assumption that E [Yik (gT (t), gA(a),∅) ≤ y] = hT (gT (t)) +
hA(gA(a)) will generally suffice. As with Assumption 3, we require stronger assumptions when analyzing
the paired-profile forced-choice design of Experiment 1.
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“maintaining the strongest military the world has ever known”—have no discernible effect

on voter evaluations. Respondents reading the utterance transcripts had no statistically

significant preference for either phrasing (p = 0.754), though slightly more selected the

earlier variant as being consistent with an inspiring leader (difference in choice probability

of 4 percentage points). In contrast, respondents exposed to the audio recordings were able

to hear the dynamicism and emphasis in Obama’s earlier speech. As a result, they were 40

percentage points more likely to select it as the more inspirational variant, compared to the

later, listless recording. In a χ2 test of equal proportions, we reject H3 at p = 0.018.

All in all, despite the subtle variation in vocal delivery utilized in this experiment, we find

strong evidence that speech shapes voter evaluations. Aggregating across catchphrases, we

estimate that the average magnitude of vocal style effects is an 11.4-percentage-point (p.p.)

change in choice probability. (Here, we define the audio effect as the deviation of audio choice

probability from 1
2
when wording is identical, or deviation from the text choice proportion

otherwise.) Substantively speaking, it does not appear that the visual component of speech

strengthens these effects (11.1 p.p. difference relative to text). Audio effect estimates are

smallest for “consistent with a knowledgeable leader” (9.7 p.p.), which may be a more difficult

concept to gauge in a short utterance; they are largest for “consistent with a strong leader”

(12.5 p.p.).

To account for multiple testing across a large number of voter evaluation metrics, as well

as the nesting of these evaluations within catchphrases, we adopt the hierarchical procedure

of Peterson et al. (2016). This approach uses on a combination of (1) the Simes method Simes,

1986 for testing the intersection null, that choice probabilities on any evaluation metric are

unaffected by vocal style within a catchphrase and (2) the Benjamini-Hochberg procedure

Benjamini and Hochberg, 1995 for controlling the false discovery rate across catchphrases.

After applying this procedure, we find vocal style effects are significant at the 0.05 level

for catchphrases spanning a “fair shot” at social mobility for hard workers, “offshoring” of

American jobs, America’s resolve in the face of “terror,” real “change” taking time, economic

“opportunity,” rejection of “top-down” economics putting Americans back to “work,” and

broken “promises” to save Medicare. Complete transcripts for these and other catchphrases,
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identified by their abbreviated names (quoted above), are provided in Tables 3–7.

6 Experiment 2: Voice Actor Treatments

While Experiment 1 demonstrates that naturalistic variation in vocal delivery affects how

voters respond to candidates, it is constrained in two ways. First, it is constructed exclu-

sively from practiced campaign speeches delivered by candidates competing for the presi-

dency. However, if indeed candidates are selected in part due to their ability to effectively

communicate with prospective voters, both President Obama and Senator Romney ought

to be especially well-practiced and competent speakers, given the stakes of the campaign

and their relatively extensive electoral success. The range of rhetorical skill within less ex-

perienced candidates, especially those running for down-ballot offices, is likely much wider

than that displayed by Obama and Romney, making our test a rather conservative one. In

addition, for most pairs, we are unable to hold text completely fixed.9 As our framework in

Section 4 establishes, these textual differences complicate interpretation.

With these considerations in mind, we design a second experiment in which we hire 10

actors to record themselves reading a series of scripts in varied fashion. We then further

computationally manipulated these recordings to create a total of 960 audio recordings,

which serve as the basis for the audio conjoint experiment that we now describe.

6.1 Designing an Actor-Assisted Experiment

To identify the effects of different components of campaign speech delivery, we create our

own audio treatments in order to carefully control elements of gA(a), the experimental

manipulations, beyond what is possible with naturalistic treatments. To do so, we first

selected six scripts from actual political speeches, insuring that the topics of these scripts

vary in substance and partisanship. Appendix Section D provides the complete scripts and

indicates the speeches from which they are drawn. Two are selected from the 2012 campaign

catchphrases identified in our first experiment, two are statements made by former President

Donald Trump, one is from a speech by former Secretary of Education Betsy DeVos, and the

9See Appendix Section B for the complete text of Experiment 1.
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last is from former President Obama’s 2009 address to the U.N. on climate change. We use

a variety of scripts to avoid drawing inferences that are overly reliant on unique interactions

between a vocal characteristic and a particular topic.

We then hired 10 actors—five women and five men—to read and record each script four

times: (1) in a monotonous voice with a slow rate of speech; (2) in a monotonous voice

with a fast rate of speech; (3) in a modulated voice with a slow rate of speech; and (4) in

a modulated voice with a high rate of speed. That is, actors record all combinations of low

and high values on modulation and rate. After doing so, we obtain 240 audio recordings

(10 actors × 6 scripts × 4 versions). We use these recordings, pooling over the six scripts,

to estimate the effect of modulation and rate of speech on voter appraisals of hypothetical

candidates.

We manipulate these two components of speech, modulation and speech rate, because

they are among the simplest ways to differentiate skilled and practiced speakers from their un-

trained counterparts. Skilled orators rarely deliver a rapid, monotonous campaign speech—

an observation that is anecdotally supported by our interactions with professional voice ac-

tors, who consistently balked at our request that they deliver a monotonous, hurried speech

and insisted that it would not sound convincing.

We then computationally manipulate these actor-provided recordings, shifting average

pitch and average loudness. In contrast with modulation and loudness, which cannot be

reasonably manipulated in an automated fashion without sounding unnatural, loudness and

pitch are arguably easier to manipulate with audio editing software than by actors. It is

difficult to naturally shift loudness or pitch by a constant fixed factor, but trivial to do so

computationally.10

Importantly, it is not the case that actor-controlled manipulations—rate and modulation—

are independent of and do not influence pitch and loudness. Rather, the actor-controlled

manipulations represent a type of multidimensional variation in gA(a), the summarized audio

charactistics that describe an utterance, that correspond broadly to speech skill. In contrast,

10For loudness, this is equivalent to simply “turning up the volume.” For pitch, the algorithm proceeds by
simply changing the timescale and sampling rate of the audio. We refer interested readers to Dolson (1986)
for further detail.
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our computationally-manipulated conditions represent mean shifts in features commonly

used to study non-textual components of human speech. Appendix Section E considers this

distinction in greater detail.

In sum, then, our experiment consists of four fully-crossed binary conditions (fast/slow

rate, low/high modulation, low/high pitch, low/high volume), for a total of 16 unique vocal

manipulations. In combination with six scripts and 10 actors, we obtain 960 unique values

of a. Table 1 presents each of these experimental manipulations.

Feature Condition Manipulator

Topic (1) Budget Researcher

(2) Climate

(3) Education

(4) Military

(5) Nationalism

(6) Social Policy

Pitch (1) High Researcher

(2) Low

Loudness (1) Loud Researcher

(2) Soft

Rate (1) Fast Actor

(2) Slow

Variation (1) Modulated Actor

(2) Monotonous

Table 1: Conjoint Design

After creating these recordings, we fielded an experiment on Mechanical Turk. Each sub-

ject heard six recordings—one for each script—drawn randomly from the set of recordings

created from that script. After listening to an audio recording, the respondents evaluated the

speaker on their competence, enthusiasm, inspiration, passion, persuasion and trustworthi-

ness. Finally, respondents indicated on a scale from 0 to 100 how likely they were to vote for

the candidate in an election. In the notation of Section 4, these are Yik(gT (t), gA(a),∅). We

account for the textual contribution to respondent evaluations by only comparing record-
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ings from the same script, t, allowing us to hold fixed the textual information used by

respondents, gT (t). Our quantities of interest relate to average marginal component effect

(AMCE, Hainmueller et al., 2014)—either for manipulations targeting a single element of

gA(a), as in our edited recordings, or in multidimensional manipulations that shape multiple

elements simultaneously, as in our actor encouragements. In each case, we present estimates

that marginalize over all other uniformly randomized treatments (the uniform AMCE, De la

Cuesta et al., 2022). We randomized both the assignment of treatment as well as the order of

the thematic script presented. This design allows us to manipulate vocal cues directly, which

has two benefits. First, we gain insight into which vocal mechanics impact voter perceptions.

Next, we can observe the effects of highly varying speech in the presented audio unlike the

previous experiment where natural variation between audio was minimal.

6.2 Evaluation by Speech Feature

Our results indicate that how a candidate communicates has substantial effect on voter

perception. First, in Figure 4, we plot average willingness to vote for each of the voice

actors—a decision that was based only on a brief audio recording. Note here, unlike many

of the contrasts in Section 5, the text is held exactly constant since actors read the same

scripts. This figure pools over our primary treatments of interest—the effect of speech rate,

pitch, volume and modulation—but demonstrates that voice alone, as determined by actor

identity, has a strong effect on expressed support. Each actor, anonymously labeled A–J,

expressed the same policy positions and manipulated their speech similarly, yet some received

considerably more support than others based only on the character of their voice. And while

we did not explicitly highlight actor gender, on average, subjects showed significantly more

support for men speakers compared to women.

Next, Figure 5 pools speakers and estimates the effect of variation in speech delivery:

how speech rate, pitch, volume, and modulation change the way a speaker is perceived on a

series of positive characteristics. We report estimates separately for men and women actors

and document significant gender heterogeneity. Vocal modulation and rate of speech have

consistently positive effects on positive evaluations of the speaker. Louder speech volumes
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Figure 4: Average expressed willingness to vote for each actor, based only on hearing their
recorded speech. Demonstrates that holding content fixed, there is sizeable variation in
voter preference. Estimated from a regression with fixed effects for script and indicators for
treatment condition. Table 11 presents the results of this regression.

have a small effect on perceived passion, enthusiasm and persuasion. Pitch is perceived dif-

ferently than the rest of the evaluative categories. Having a higher pitched speaking voice

is associated with a more negative evaluation or no effect. When examining vocal modu-

lation, which primarily manifests in the use of heightened pitch for emphasis, respondents

consistently reward women for vocal dynamicism more than they do for men. Men are also

punished more than women for having a higher pitched voice, consistent with research on

gender stereotypes.

In addition to having respondents evaluate speakers’ positive characteristics, we also ask

them how willing they are to vote for a person based on the audio of their voice. In Figure 6,

we report the effect of vocal manipulations on this outcome. Interestingly, average pitch and

volume appears to have relatively little effect, but variation in both—manipulated through

an actor encouragement to modulate voice—has a sizeable effect not only on how subjects

perceive candidates, but also on their willingness to vote for the candidate.
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Figure 5: Effect of speech features on evaluations of the respective characteristic by speaker
gender. Appendix Section G.1 presents these results in tables.
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Figure 6: Effect of speech features on expressed willingness to vote for voice actor. Mod-
ulation and speech rate have relatively large effects. Appendix Section G.1 presents these
results in tables.
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7 Discussion and Conclusion

In this paper, we present the first corpus of audiovisual campaign recordings and present

a descriptive analysis of how vocal style varies across candidates and topics. We develop a

new, broadly applicable framework for drawing causal inferences about non-textual channels

of speech communication, which we used in two experiments to test the effect of non-textual

communication on candidate assessment. We find strong evidence that vocal style shapes

voter evaluations of candidate attributes and their willingness to vote for candidates.

As reviewed throughout this manuscript, prior work demonstrates that average vocal

pitch influences voter perceptions. To our knowledge, ours is the first study to demonstrate

that other features of non-textual communication—most strikingly, features related to or-

atory and rhetorical skill (e.g., speaking monotonously)—may have relatively larger effects

on voter impressions. Moreover, we find evidence that the benefit of skillful communication

is larger for women than for men, but that this relatively larger effect is due to a greater

penalty imposed on women candidates at baseline. In other words, if women candidates

do not communicate in a rhetorically skillful manner, they are punished more than their

men counterparts. However, we note that the we are only able to draw limited inferences

about these gendered effects. Specifically, our study relies on ten speakers. We hope these

results lay the groundwork for future research that extends these tests to a larger number of

unique speakers, to mitigate concerns that the differences we observe are due to idiosyncratic

differences between the relatively small number of men and women speakers in our sample.

Our causal framework implies additional areas for future research. While the framework

that we develop allows for learning dynamics that shape a voter’s evaluation gradually across

the course of an election, we assume for the sake of analytic tractability that this learning is

negligible in the narrow timescale of our experiments. For the same reasons that causal in-

ference in time series is complicated, incorporating these temporal dynamics requires careful

thinking about the causal structure of opinion formation, particularly with respect to the

potential for post-treatment bias. An important direction for future work is to extend ap-

proaches such as Blackwell and Glynn (2018) to the context studied in this article. Second,
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our focus is primarily on the importance of non-textual cues, and on the effects of specific

audio features. Experimental designs utilizing similar visual manipulations are a promis-

ing avenue for future research. Finally, our observation that voters value different aspects

of politicians’ vocal styles depending on gender is exploratory in nature. Future research

should focus on this relationship more explicitly.

All of these extensions suggest directions for building on our substantive results, which

suggest that candidates vary how they communicate with voters and that this variation

shapes perceptions of and support for the candidate—even holding fixed the actual policy

content of speech. This result highlights the potential of new methods for analyzing speech

audio, and also opens up a new area of study in communication.
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A Finding Approximate String Matches

In this section, we briefly describe how we defined and efficiently discovered approximate
string matches for the naturalistic treatments used in Experiment 1 (see Appendix Section B
for the complete text of the matches that we selected for use in the experiment).

A.1 A Computationally Amenable Metric For String Similarity

A wide range of string distances have been proposed for quantifying general and domain-
specific similarity, including the classical Levenshtein edit distance, simplified variants (Ham-
ming, 1950; Needleman and Wunsch, 1970), and numerous modifications, generalizations,
and alternative approaches (Amir et al., 1997; Kececioglu and Sankoff, 1995; Tichy, 1984;
Ukkonen, 1992). For a review of this extensive literature, we refer the reader to Navarro,
2001.

We encode each string as a word-letter matrix in which the k-th row contains frequencies
for each of the L letters—e.g., L = 4 in genomics, L = 26 in English. The result is a lossy
representation of the original string that discards information about letter ordering within

1



words. This representation of the pattern is denoted P
K×L

, and target i is Ti
Ji×L

. An example

is given in Table 2. It is worth noting that word-embedding matrices may be substituted for
word-letter matrices with no further modification of the algorithm proposed below.

Table 2: Word-letter matrix. Excerpted words from a President Barack Obama’s cam-
paign speech during the 2012 presidential election are represented using their letter counts.
Word-letter matrix representations are used for approximate string alignment in ffgrep.

a b c d e f g h i j k l m n o p q r s t u v w x y z

we’ve 2 1 1

doubled 1 2 1 1 1 1

the 1 1 1

amount 1 1 1 1 1 1

of 1 1

renewable 1 1 3 1 1 1 1

energy 2 1 1 1 1

that 1 1 2

we 1 1

generate 1 3 1 1 1 1

The similarity between two K-word sequences, P and Q, is then operationalized as

S(P ,Q) =

∑K
k=1

∑L
ℓ=1 p̃k,ℓ q̃k,ℓ

||P̃ ||F ||Q̃||F
(1)

where Ã = [akℓ − āℓ] indicates the column-demeaned transformation ofA, ãk,ℓ is the (k, ℓ)-th

element of Ã, and ||A||F =
√∑

k

∑
ℓ a

2
k,ℓ is the Frobenius norm.

In intuitive terms, ||P̃ ||2F is proportional to the pattern’s total variance, or the sum of
letter-specific variances, and the numerator is proportional to

∑L
ℓ=1Cov (Pℓ, Qℓ), where Pℓ

is the sequence of counts for letter ℓ. Thus, when L = 1, Equation 1 yields the correlation
coefficient. For lack of imagination, we refer to 1−S(P ,Q) as the string correlation distance.
S(·, ·) is symmetric, bounded in [−1, 1], and has the property S(P ,P ) = 1.

A.2 The Algorithm

Approximate string search involves examining all target documents i and candidate offsets j
within each document. Figure 7 illustrates how this sequence can be obtained by sweeping
a pattern over a target document. At each position, the similarity measure is computed,

2



producing the alignment sequence
[
S(P ,Ti,1:K), . . . ,S(P ,Ti,(Ji−K+1):Ji)

]
. A “hit,” or high-

quality alignment, is a position in the target document that produces a spike in this similarity
sequence. In this section, we show how this apparently intensive task can be reformulated
using highly efficient rolling sums and Fourier transforms. We begin by examining the
elements of Equation 1.

First, observe that ||T̃i,1:K ||2F is the grand sum of a row subset of [t̃2i,j]. Corresponding val-

ues must be computed at every offset in document i to produce the sequence
[
||T̃i,1:K ||F , . . . , ||T̃i,(Ji−K+1):Ji||F

]
,

which is simply a rolling windowed sum on [t̃2i,j]1. Computation of ||P̃ ||F is even more
straightforward.

Next, we observe that the numerator,
∑K

k=1

∑L
ℓ=1 p̃k,ℓ t̃i,j+k−1,ℓ, can be rewritten as∑K

k=1

∑L
ℓ=1 pk,ℓ ti,j+k−1,ℓ −

∑K
k=1

∑L
ℓ=1 p̄ℓ t̄i,j,ℓ, where p̄ℓ is the mean of the pattern’s ℓ-th

column and t̄i,j,ℓ is the mean count of letter ℓ in the K words starting at offset j in target
i. The latter term can be simultaneously evaluated for all offsets as follows: Compute the
rolling column means of Ti, forming T̄i

Ji×L
= [t̄i,j,ℓ], then take its matrix product with the

vector [p̄ℓ].
Finally, we are left with the term

∑K
k=1

∑L
ℓ=1 pk,ℓ ti,j+k−1,ℓ. Consider the contribution of a

single letter, xi,j,ℓ =
∑K

k=1 pk,ℓ ti,j+k−1,ℓ. Evaluating this expression at every possible offset in
the target, from j = 1 to Ji, is computationally demanding. However, the resulting vector,
[xi,1,ℓ, . . . , xi,Ji,ℓ], is the convolution Pℓ ∗ Ti,ℓ. It is well-known that the Fourier convolution
theorem offers a drastically more efficient approach for solving such problems. Briefly, the
theorem states that Pℓ ∗Ti,ℓ = F−1

(
F(Pℓ)⊙F(Ti,ℓ)

)
, where F is the Fourier transform, F−1

is the inverse transform, and ⊙ denotes the elementwise product. Thus,
∑L

ℓ=1F−1
(
F(Pℓ)⊙

F(Ti,ℓ)
)
completes the rolling similarity score. By linearity of the Fourier transform, this

can be rewritten F−1
(∑L

ℓ=1F(Pℓ)⊙F(Ti,ℓ)
)
, reducing complexity of the inverse step by

an additional factor of L. Moreover, because the goal of approximate string matching is to
identify sharp peaks in the similarity sequence, a sparse Fourier transform Hassanieh et al.,
2012 in the inverse step has the potential to reduce computation time further. We do not
explore sparsity-based optimizations here.

To identify approximate alignments, the resulting similarity sequence is thresholded.
Among other steps, we zero-pad the pattern to a convenient length, then use the overlap-
save method to cut targets into smaller batches of the same length. Target batches are
also zero-padded to avoid circular convolution. After computing the Fourier transforms of
the pattern and each batch, the target batch spectra are cached to accelerate subsequent
searches against the same targets.
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Figure 7: Convolution of text sequences. The top panel depicts a word-letter matrix, P , for a single
pattern: “we’ve doubled the amount of renewable energy that we generate,” a quote from an Obama rally
in Madison, WI. The bottom-left panel illustrates how this pattern is swept over a target document, Ti,
an earlier speech in West Palm Beach, FL (bottom middle). At offset j, the elementwise product with
Ti,(j−K+1):ji is taken and summed. This is repeated from j = 1 to target length Ji, and the sequence of
resulting sums—the convolution—is plotted on the bottom right. Appropriate scaling yields the desired
sequence of correlation similarities. The peak successfully identifies the previous usage of a similar phrase,
“we’ve doubled our use of renewable energy like wind and...” from an earlier rally in West Palm Beach.

× =



B Text From Experiment 1

As described in Section 5, Experiment 1 relies on pairs of approximately matched text scripts.
The table below displays the text of these scripts.

Topic Variant A Variant B

Tax Cuts They want to spend 5 trillion dollars on
new tax cuts, including a 25% tax cut
for every millionare in the country.

Then they want to add another 5 tril-
lion dollars in tax cuts on top of that,
including a 25% tax cut for every mil-
lionaire in the country.

Fair Shot We do believe in a country where hard
work pays off, where responsibility is re-
warded, where everyone gets a fair shot,
and everybody is doing their fair share,
and everybody plays by the same rules.

The promise that if you work hard, it
will pay off. The promise that if you act
responsibly, you will be rewarded. That
everybody in this country gets a fair
shot, and everybody gets a fair share,
and everybody plays by the same rules.

Medicare Now I’ve already strengthened medi-
care. We’ve already added years to the
life of medicare by getting rid of tax-
payer subsidies to insurance companies
that weren’t making people any health-
ier and in fact were making things more
expensive for everybody.

I have strengthened medicare. We’ve
added years to the life of medicare.
We did it by getting rid of taxpayer
subsidies to insurance companies that
weren’t making people healthier.

Energy We can help big factories and small
businesses double their exports and cre-
ate a million new manufacturing jobs
over the next four years. You can make
that happen. I want to control more
of our own energy. You know after 30
years of inaction, we raised fuel stan-
dards so after the middle of the next
decade your cars and trucks will be go-
ing twice as far on a gallon of gas.

We can create a million new manufac-
turing jobs in the next four years, you
can make that happen. Second part of
our plan, let’s control our own energy.
You know, after 30 years of inaction,
we raised fuel standards so that by the
middle of the next decade your cars and
trucks will go twice as far on the same
gallon of gas.

Offshore No company should have to look for
workers in China because they couldn’t
find any with the right skills here in the
United States.

No company should have to look for
a worker someplace else because they
couldn’t find the right skills for workers
here in the United States.

Table 3: Phrase versions A and B for each script.
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Topic Variant A Variant B

Bailout And after all we’ve been through, does
anybody really think that somehow
rolling back regulations on Wall Street
that we put in place to make sure
we don’t have another taxpayer funded
bailout, that somehow that’s going to
be good for the small businesswoman?

I don’t think rolling back regulations
on Wall Street so that we don’t have
another taxpayer funded bailout is a
smart idea.

Terror No act of terror will go unpunished, it
will not dim the light of the values that
we proudly present to the rest of the
world. No act of violence shakes the
resolve of the United States of America.

No act of terror will dim the light of the
values that we proudly shine on the rest
of the world, and no act of violence will
shake the resolve of the United States
of America.

Military There are still threats in the world, and
we’ve got to remain vigilant. That’s
why we have to be relentless in pursuing
those who attacked us this week. That’s
also why so long as I’m still commander
in chief, we will sustain the strongest
military the world has ever known.

We still face threats in this world, and
we’ve got to remain vigilant. But that’s
why we will be relentless in our pur-
suit of those who attacked us yester-
day. But that’s also why, so long as I’m
commander in chief, we will sustain the
strongest military the world has ever
known.

College And right now as I said because of
the actions we already took, millions of
young people are paying less for college
because we finally took on that system
that was wasting taxpayer dollars, gave
it directly to students.

And we’ve already been working on this
so millions of students are right now
paying less for college because we took
on a system that was wasting billions of
dollars in taxpayer money to banks and
lenders, we said, let’s give it directly to
students.

Change From the day we began this campaign
we’ve always said that real change takes
time. It takes more than one year or
one term or even one president. It takes
more than one party. It certainly can’t
happen if you’re willing to write off half
the nation before you even take office.

And from the day we began this cam-
paign, we’ve always said that change
takes more than one term or even one
president. And it certainly takes more
than one party. It can’t happen if you
write off half the nation before you even
take office.

Plurality In 2008, 47% of the country didn’t vote
for me. But on the night of the election
I said to those Americans, I may not
have won your vote, but I hear your
voices, I need your help, I’ll be your
president too.

In 2008, 47% of the country didn’t vote
for me. But on the night of the elec-
tion I said to all those Americans, I may
not have won your vote, but I hear your
voices, I need your help, and I will be
your president.

Table 4: Phrase versions A and B for each script.
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Topic Variant A Variant B

Opportunity We grow our economy not from the top
down, but from the middle out. We
don’t believe that anybody’s entitled to
success in this country, but we do be-
lieve in something called opportunity.

Our economy does not grow from the
top down, it grows from the middle out.
That’s how it grows. We don’t believe
that anybody’s entitled to success in
this country but we do believe in op-
portunity.

Students We finally took on a system that was
wasting billions of dollars on banks and
lenders. We said, let’s cut out the mid-
dle man, and let’s give the money di-
rectly to students.

We took a system that was wasting
tens of billions of dollars on banks and
lenders. We said, let’s cut out the mid-
dle man, give the money directly to the
students.

Can’t Af-
ford

We can’t afford to go down that road
again. We can’t afford another round of
budget busting tax cuts for the wealthy.
We can’t afford to gut our investments
in education or clean energy or research
and technology. We can’t afford to roll
back regulations on Wall Street.

We can’t afford to go down that road
again. We can’t afford another round of
budget busting tax cuts for the wealthy.
We can’t afford to gut our investments
in education or clean energy or research
or technology. We can’t afford to roll
back regulations on Wall Street.

Top-Down I have seen too much pain, seen too
much struggle to let this country get
hit with another round of top-down eco-
nomics. One of the main reasons we
had this crisis was because big banks
on Wall Street were allowed to make big
bets with other people’s money.

I have seen too much pain and too
much struggle to let this country go
with another round of top-down eco-
nomics. One of the main reasons we
had this crisis was because we had big
banks on Wall Street making bets with
other people’s money.

Deficit But look, we’ve gotta do something
about it. So what I’ve said - look - I’ve
already worked with Republicans and
Democrats to cut a trillion dollars in
spending. I’m ready to do more.

Yes, we’re gonna need to cut our deficit
by 4 trillion dollars over the next 10
years. And I’ve already worked with
Republicans and Democrats to cut a
trillion dollars in spending. I’m ready
to do more.

Economy Unemployment is falling, manufactur-
ing is coming back, our assembly lines
are humming again. We’ve got a long
way to go, but Florida we’ve come too
far to turn back now.

Unemployment has fallen to its lowest
levels since I took office. Home values
and home sales are rising. Our assem-
bly lines are humming again. We’ve got
a long we to go Iowa but we’ve come too
far to turn back now.

Math And it turns out, his math and their
math was just as bad back then as it is
now.

Turns out, their math was just as bad
back then as it is today.

Table 5: Phrase versions A and B for each script.
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Topic Variant A Variant B

Renewables Today, there are thousands of work-
ers building long-lasting batteries, so-
lar technology, and wind turbines, all
across the country. Jobs that weren’t
there four years ago.

Today, there are thousands of work-
ers building long-lasting batteries, and
wind turbines, and solar panels, all
across the country. Jobs that weren’t
there four years ago.

Work Let’s put Americans back to work doing
the work that needs to be done.

Let’s put Americans back to work doing
the work that needs to be done.

Wealthy I intend to do more. And I’ll work
with both parties to streamline agen-
cies and get rid of programs that don’t
work. But if we’re serious about the
deficit, we’ve also go to ask the wealth-
iest Americans to go back to the tax
rate they paid when Bill Clinton was in
office.

I intend to do more. We can stream-
line agencies, we can get rid of pro-
grams that aren’t working. But if we’re
serious about the deficit, we also have
to ask the wealthiest Americans to go
back to the tax rates they paid when
Bill Clinton was in office.

Apologize We’ll stop the days of apologizing for
success at home, and never again will
we apologize for America abroad.

I will not apologize for success here,
and I will never apologize for America
abroad.

Rights That document, the Declaration of In-
dependence, said that we were endowed
by our creator with our rights. Not
the state, not the king, but our creator.
And among them are life, liberty, and
the pursuit of happiness.

The founders of this nation, when they
said we had our rights, they did not say
they came from the king or the govern-
ment, they said they came from god.
And among them were life and liberty
and the pursuit of happiness.

Hymn I love that stanza in own of our na-
tional hymns, America the Beautiful.
’Oh beautiful, for heroes proved, in lib-
erating strife, who more than self their
country loved, and mercy more than
life.’

I love those words in one of our na-
tional hymns. ’Oh beautiful, for heroes
proved, in liberating strife, who more
than self their country loved, and mercy
more than life.’

Better Days My conviction that betters days are
ahead is not based on promises and
rhetoric, but on solid plans and proven
results, and an unshakebale faith in the
American spirit.

My conviction that better days are
ahead is not based on promises and
hollow rhetoric, but on solid plans
and proven results, and an unshakeable
faith in the American people and the
American spirit.

Same
Course

The same course we have been on will
not lead to a better destination. The
same path means 20 trillion in debt, it
means crippling unemployment contin-
uing. It means stagnant take-home pay
and depressed home values, and a dev-
astated military.

The same course we’ve been on will not
lead to a better destination, Mr. Presi-
dent. The same path means 20 trillion
dollars in debt, it means crippling un-
employment, stagnant take-home pay,
depressed home values, and a devas-
tated military.

Table 6: Phrase versions A and B for each script.
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Topic Variant A Variant B

Divide He has not met on the economy, or on
the budget, or on jobs, with either the
Republican leader of the House or the
Senate since July. Instead of bridging
the divide, he’s made it wider.

He has not met on the economy, or on
the budget, or on jobs, with either the
Republican leader of the House or the
Senate since July. So instead of bridg-
ing the divide, he’s made it wider.

Promised He promised that he would propose a
plan to save Social Security and Medi-
care from insolvency. He didn’t. Rather
he raided 716 billion dollars from medi-
care to pay for his vaunted Obamacare.

He promised that he’d propose a plan
to save Social Security and Medicare
from insolvency. And rather he raided
716 billion dollars from medicare for his
vaunted Obamacare plan.

Both Sides I’ll meet with them regularly. I’ll en-
deavor to find those good men and
women on both sides of the aisle, who
care more about the country than about
politics.

I’m going to meet regularly with their
leaders. I’ll endeavor to find those good
men and women on both sides of the
aisle, who care more about the country
than about politics.

Table 7: Phrase versions A and B for each script.
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C Display of Experiment 1

In this section, we provide screenshots of the survey pages presenting the text, audio, and
video conditions, respectively.

Figure 8: Display of the text condition in Experiment 1.
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Figure 9: Display of the audio condition in Experiment 1.

Figure 10: Display of the video condition in Experiment 1.
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D Text From Experiment 2

We hired 10 professional voice actors to perform 6 scripts in 4 different manners (see Table
2 in text). The table below displays the text of each script.

Topic Text Source

Budget “Yes, we’re gonna need to cut our
deficit by 4 trillion dollars over the next
10 years. And I’ve already worked with
Republicans and Democrats to cut a
trillion dollars in spending. I’m ready
to do more.”

(Text from experiment 1)

Climate “No nation, however large or small,
wealthy or poor, can escape the impact
of climate change. The security and
stability of each nation and all peoples
– our prosperity, our health, our safety
– are in jeopardy. And the time we have
to reverse this tide is running out.”

(Text from former President Obama’s
2009 address to the U.N. on climate
change)

Education “Charter schools are here to stay. We’re
now seeing the first generation of char-
ter students raising children of their
own. They know the difference educa-
tional choice made in their lives, and
now as parents they want the same op-
tions for their children.”

(Text from Betsy DeVos’s 2017 speech
to the National Charter Schools Con-
ference)

Military “My fellow Americans, a short time
ago, I ordered the United States Armed
Forces to launch precision strikes on
targets associated with the chemical
weapons capabilities of Syrian dictator
Bashar al-Assad. A combined opera-
tion with the armed forces of France
and the United Kingdom is now under-
way. We thank them both.”

(Text from April 13, 2018 form Pres-
ident Trump address on airstrikes in
Syria)

Nationalism “No act of terror will dim the light of
the values that we proudly shine on
the rest of the world, and no act of
violence will shake the resolve of the
United States of America.”

(Text from experiment 1)

Social Pol-
icy

“I am also proud to be the first pres-
ident to include in my budget a plan
for nationwide paid family leave — so
that every new parent has the chance
to bond with their newborn child.”

(Text from 2019 State of the Union)

Table 8: Voice actors read four versions of each of these scripts.
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E How Actor-Controlled Manipulations Affect Volume

and Pitch

As discussed, experiment 2 contains four experimental manipulations: volume, rate, pitch,
and modulation. To implement these manipulations, 10 actors recorded 4 versions of 6
scripts. These four versions were readings of each script but: [1] spoken slowly (low rate) and
in a monotonous voice (low modulation), [2] spoken slowly (low rate) and in a modulated
voice (high modulation), [3] spoken quickly (high rate) and in a monotonous voice (low
modulation), [2] spoken quickly (high rate) and in a modulated voice (high modulation).
For these manipulations, we relied on actors because computational manipulations of rate
of speech and modulation do not sound naturalistic. In total, this resulted in 240 recordings
(10 actors * 6 scripts * 4 versions).

Using these actor-controlled recordings, we further computationally manipulated the vol-
ume and pitch of each each recording, resulting in 960 recordings in total (240 * high/low
volume * high/low pitch). In contrast with rate and modulation, volume and pitch are bet-
ter manipulated through computational interventions, for the following reasons. Volume is
trivially easy to adjust digitally, whereas increasing spoken volume into a microphone can
sound unnatural (shouting or whispering, on either end of the continuum). Pitch is similar.
It is difficult for an actor to increase the overall pitch of speech in a constant way, but it’s
trivially easy to increase a segment of speech by several semitones.

Figure 11 plots the difference between the high and low versions of each of these four
manipulations: the two actor-controlled manipulations (rate and modulation) and the two
researcher-controlled manipulations (volume and pitch). For each of these manipulations,
we plot the difference between the high and low versions in each of 5 summary features:
average loudness, loudness variance, average pitch, pitch variance, and rate of speech.

First, note the two researcher-controlled manipulations, pitch and volume. Predictably,
each only affect features related to the manipulation. For example, the difference on rate of
speech between the high and low versions of these recordings is precisely zero. The reason
for this is straightforward: the high and low versions are equivalent except with the pitch
and volume raised/lowered. Similarly, computationally manipulating the volume obviously
changed the volume, but had no effect on pitch, whereas computationally manipulating the
pitch shifted only the pitch but not the volume.

Next, note the actor-controlled manipulations from which these recordings are con-
structed (rate and modulation). Predictably, when human actors speak faster/slower or
in a modulated/monotous voice, they naturally vary pitch and volume. This is a feature
of our design: by relying on actors to construct these manipulations, we capture realistic
variation in speech that cannot be convincingly manipulated computationally.

Importantly, it is not possible to conduct these manipulations in any other way. For
example, it is not possible to increase the modulation in speech without also shifting the
average pitch. When a speaker modulates, they rarely drop their voice to very low pitches,
but rather raise pitch to emphasize certain points and phrases. Doing so results in an
overall upward shift in the mean, but it also highlights why a computational manipulation
is not possible: modulated speech uses pitch and loudness to emphasize certain words in
a phrase in order to heighten semantic meaning. Simply increasing the overall variance
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of pitch would not appropriately pair the pitch increases to the terms that substantively
ought to be emphasized in the relevant piece of text. For example, a candidate reading
our “Nationalism” script (Table 8), which begins “No act of terror will dim the light of the
values we proudly shine on the rest of the world...” A naturally modulated reading would
likely increase pitch and loudness when reading the word “No”, in order to emphasize the
negation implied by the sentence. Trained actors, like those in our sample, can manipulate
their speech in such ways with ease. A computational manipulation, however, would require
tremendous sophistication in order to realistically approximate this, and there is ultimately
no reason to do so when we can instead rely on professional voice actors.

However, as a result, estimates of the effect of speech modulation and speech rate should
not be thought of as completely independent of speech features like loudness and pitch.
Rather, they are complex manipulations, involving every component of spoken speech, from
pitch contours to pronunciation. In contrast, the computational manipulations that we
cross with these actor-controlled manipulations capture the effect of mean shifts on variables
commonly used to summarize the sound of political speech. In sum, our results indicate
that human evaluation of speech is considerably more complex than simply the mean shifts
in easily measured features: our human-manipulated treatment conditions in general are
considerably more effective than simply shifting the mean. This highlights the importance
of subtler ways for summarizing speech, compared to simply summarizing it according to
averages and variances, and potentially highlights the importance of using human coders
rather than low dimensional summaries like the mean.
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Figure 11: Comparison of manipulations used in Experiment 2 across five summary features.
Of the four manipulations, two were controlled by actors recording different versions of each
script (rate and modulation), while the other two were implemented by computationally
manipulating all actor-produced recordings. Note that the computationally-implemented
manipulations (volume and pitch) only affect features related to those manipulations (e.g.,
neither have any effect on the rate of speech, but the pitch manipulation affects pitch-related
features and the loudness manipulation affects loudness-related features). In contrast, the
actor-controlled manipulations affected other features. Section E discusses this in greater
detail.

F Supplementary Figures
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Figure 12: Comparison of campaign speech by Obama and Romney on common speech audio
features. On average, Obama displays considerably more variation in loudness and pitch,
consistent with popular accounts of Obama being a talented public speaker (Fleishman,
2017).
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Figure 13: Each panel plots the proportion of subjects selecting variant A of a matched text pair over variant B. Within the pair, assignment of a variant to be A or B is
arbitrary, so there are no directional expectations. Each panel in the plot shows the proportion of subjects selecting variant A over B for each eight characteristics, separately
depending on whether the subject read, heard, or watched the paired variants. The panel labels denote manual labeling of the text topic of the pairs. The primary takeaway is
that there is considerable variation as a result of speech mode, as the text of each variant is constant in the text, audio, and video comparisons.
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G Supplementary Tables

Outcome

Variable Loudness (avg) Loudness (mod) Pitch (avg) Pitch (mod) Pitch (change)

Economy -0.027 (0.02) 0.101 (0.02)* 0.167 (0.024)* -0.012 (0.022) 0.118 (0.021)*

Civil rights 0.195 (0.087)* 0.104 (0.104) 0.092 (0.078) 0.228 (0.117) -0.094 (0.056)

Healthcare 0.029 (0.035) 0.095 (0.039)* 0.081 (0.049) 0.053 (0.055) -0.028 (0.046)

Labor 0.028 (0.05) 0.038 (0.054) 0.126 (0.05)* -0.024 (0.066) -0.022 (0.04)

Education 0.083 (0.029)* 0.142 (0.025)* 0.021 (0.043) 0.148 (0.057)* -0.101 (0.038)*

Energy -0.119 (0.057)* -0.031 (0.062) 0.085 (0.063) 0.109 (0.062) -0.09 (0.044)*

Transportation 0.05 (0.03) 0.089 (0.042)* 0.108 (0.035)* -0.029 (0.041) -0.009 (0.035)

Crime -0.102 (0.044)* 0.073 (0.08) 0.068 (0.107) -0.161 (0.106) 0.008 (0.067)

Social Welfare -0.023 (0.054) 0.036 (0.065) -0.034 (0.103) 0.091 (0.155) 0.021 (0.059)

Finance -0.015 (0.048) 0.129 (0.051)* 0.133 (0.041)* -0.043 (0.056) 0.096 (0.042)*

Defense 0.107 (0.052)* -0.018 (0.044) 0.09 (0.069) -0.023 (0.076) 0.067 (0.036)

Technology -0.169 (0.056)* -0.004 (0.075) 0.189 (0.178) -0.114 (0.15) -0.024 (0.085)

Environment 0.012 (0.087) 0.159 (0.103) 0.179 (0.083)* 0.086 (0.14) 0.113 (0.076)

Culture 0.059 (0.096) 0.143 (0.137) 0.214 (0.144) 0.234 (0.174) 0.028 (0.141)

Religion 0.318 (0.104)* 0.027 (0.116) -0.749 (0.084)* 0.634 (0.11)* -0.142 (0.061)*

Speech Fixed Effect ✓ ✓ ✓ ✓ ✓

Table 9: Change in vocal style across different speech topics. This table presents the results displayed in Figure 2, but in
tabular form, where each column is a separate regression on a different outcome variable, and the rows are the covariates.
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Outcome

Variable Loudness (avg) Loudness (mod) Pitch (avg) Pitch (mod) Pitch (change)

Economy -0.052 (0.023)* 0.134 (0.027)* 0.216 (0.031)* 0.013 (0.047) 0.19 (0.029)*

Civil rights -0.073 (0.034)* -0.03 (0.051) 0.124 (0.076) -0.141 (0.098) 0.093 (0.118)

Healthcare -0.002 (0.028) 0.012 (0.031) 0.096 (0.042)* -0.1 (0.056) 0.113 (0.05)*

Labor -0.079 (0.026)* -0.042 (0.036) 0.072 (0.049) -0.003 (0.06) 0.151 (0.051)*

Education -0.138 (0.034)* -0.029 (0.046) -0.152 (0.049)* -0.21 (0.044)* -0.035 (0.05)

Energy 0.038 (0.027) 0.051 (0.031) 0.245 (0.04)* 0.149 (0.049)* 0.148 (0.06)*

Transportation -0.148 (0.048)* -0.049 (0.047) -0.15 (0.096) -0.262 (0.075)* 0.051 (0.072)

Crime -0.122 (0.071) -0.018 (0.088) -0.289 (0.097)* -0.314 (0.087)* -0.124 (0.08)

Social welfare -0.115 (0.057)* -0.013 (0.061) 0.234 (0.121) -0.088 (0.112) 0.259 (0.099)*

Finance 0.095 (0.035)* 0.158 (0.039)* 0.189 (0.039)* 0.185 (0.062)* -0.197 (0.077)*

Defense -0.161 (0.052)* -0.106 (0.042)* -0.4 (0.097)* -0.396 (0.079)* 0.066 (0.06)

Technology -0.367 (0.053)* -0.405 (0.084)* -0.483 (0.06)* -0.399 (0.099)* 0.016 (0.063)

Environment 0.008 (0.051) 0.038 (0.053) 0.174 (0.105) -0.015 (0.097) 0.289 (0.087)*

Culture -0.121 (0.085) -0.118 (0.091) -0.19 (0.119) -0.18 (0.074)* -0.057 (0.126)

Religion 0.068 (0.064) 0.155 (0.082) -0.061 (0.08) -0.049 (0.114) 0.004 (0.082)

Speech Fixed Effect ✓ ✓ ✓ ✓ ✓

Table 10: Change in vocal style across different speech topics. This table presents the results displayed in Figure 3, but in
tabular form, where each column is a separate regression on a different outcome variable, and the rows are the covariates.
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Estimate Std. Error t value Pr(>|t|)

Speaker A 29.9594 1.1959 25.05 0.0000

Speaker B 38.2496 1.1887 32.18 0.0000

Speaker C 38.5827 1.1950 32.29 0.0000

Speaker D 39.3700 1.1955 32.93 0.0000

Speaker E 40.6919 1.1942 34.07 0.0000

Speaker F 36.2316 1.1977 30.25 0.0000

Speaker G 37.9518 1.1984 31.67 0.0000

Speaker H 37.9805 1.2008 31.63 0.0000

Speaker I 41.9813 1.2012 34.95 0.0000

Speaker J 44.3087 1.1922 37.16 0.0000

Modulated Speech 4.4103 0.5503 8.01 0.0000

High Pitch -0.9744 0.5503 -1.77 0.0766

High Rate 3.3685 0.5501 6.12 0.0000

High Volume 0.9289 0.5501 1.69 0.0913

Table 11: Also contains script fixed effects. The indicators for speaker are the source of
Figure 4.

G.1 Tabular Representation of Figures 5 and 6

In this section, we present in tabular form estimates presented visually in plots 5 and 6. Each
table reports estimates from a model regressing each outcome (competence, enthusiasm,
etc) on the four treatment indicators (modulation, pitch, rate, and volume), with separate
indicators for recordings by male and female actors (speakers).
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Outcome: Competence

Estimate Std. Error t value Pr(>|t|)

Modulated Speech (Female) 4.7251 0.7194 6.57 0.0000

Modulated Speech (Male) 1.5912 0.7233 2.20 0.0278

High Pitch (Female) -0.7118 0.7193 -0.99 0.3224

High Pitch (Male) -2.8412 0.7234 -3.93 0.0001

Fast Rate (Female) 4.5602 0.7193 6.34 0.0000

Fast Rate (Male) 2.6631 0.7229 3.68 0.0002

High Volume (Female) 0.9794 0.7191 1.36 0.1732

High Volume (Male) 0.1970 0.7234 0.27 0.7854

Table 12: Also includes speaker and script fixed effects.

Outcome: Enthusiastic

Estimate Std. Error t value Pr(>|t|)

Modulated Speech (Female) 19.5617 0.7470 26.19 0.0000

Modulated Speech (Male) 14.0432 0.7511 18.70 0.0000

High Pitch (Female) 0.9728 0.7470 1.30 0.1928

High Pitch (Male) -1.2214 0.7512 -1.63 0.1040

Fast Rate (Female) 6.6630 0.7470 8.92 0.0000

Fast Rate (Male) 7.8793 0.7507 10.50 0.0000

High Volume (Female) 2.1929 0.7468 2.94 0.0033

High Volume (Male) 2.4184 0.7512 3.22 0.0013

Table 13: Also includes speaker and script fixed effects.
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Outcome: Inspiring

Estimate Std. Error t value Pr(>|t|)

Modulated Speech (Female) 10.2660 0.8549 12.01 0.0000

Modulated Speech (Male) 6.3931 0.8593 7.44 0.0000

High Pitch (Female) 0.0464 0.8550 0.05 0.9567

High Pitch (Male) -2.6305 0.8597 -3.06 0.0022

Fast Rate (Female) 4.0855 0.8548 4.78 0.0000

Fast Rate (Male) 3.7253 0.8592 4.34 0.0000

High Volume (Female) 1.2588 0.8548 1.47 0.1409

High Volume (Male) 1.8586 0.8595 2.16 0.0306

Table 14: Also includes speaker and script fixed effects.

Outcome: Passionate

Estimate Std. Error t value Pr(>|t|)

Modulated Speech (Female) 15.7657 0.7574 20.81 0.0000

Modulated Speech (Male) 10.2431 0.7615 13.45 0.0000

High Pitch (Female) -0.0429 0.7574 -0.06 0.9548

High Pitch (Male) -1.8242 0.7617 -2.39 0.0166

Fast Rate (Female) 5.2483 0.7574 6.93 0.0000

Fast Rate (Male) 7.0002 0.7612 9.20 0.0000

High Volume (Female) 1.7968 0.7572 2.37 0.0177

High Volume (Male) 2.2793 0.7617 2.99 0.0028

Table 15: Also includes speaker and script fixed effects.
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Outcome: Persuasive

Estimate Std. Error t value Pr(>|t|)

Modulated Speech (Female) 8.6354 0.7630 11.32 0.0000

Modulated Speech (Male) 5.0168 0.7671 6.54 0.0000

High Pitch (Female) -0.5768 0.7629 -0.76 0.4496

High Pitch (Male) -2.1267 0.7673 -2.77 0.0056

Fast Rate (Female) 3.9583 0.7629 5.19 0.0000

Fast Rate (Male) 3.8845 0.7668 5.07 0.0000

High Volume (Female) 1.5258 0.7627 2.00 0.0455

High Volume (Male) 1.9443 0.7673 2.53 0.0113

Table 16: Also includes speaker and script fixed effects.

Outcome: Trustworthy

Estimate Std. Error t value Pr(>|t|)

Modulated Speech (Female) 4.3560 0.7321 5.95 0.0000

Modulated Speech (Male) 1.1580 0.7360 1.57 0.1157

High Pitch (Female) -0.1090 0.7320 -0.15 0.8816

High Pitch (Male) -2.2383 0.7362 -3.04 0.0024

Fast Rate (Female) 3.4406 0.7320 4.70 0.0000

Fast Rate (Male) 2.9516 0.7357 4.01 0.0001

High Volume (Female) 0.7403 0.7318 1.01 0.3117

High Volume (Male) 0.0187 0.7362 0.03 0.9797

Table 17: Also includes speaker and script fixed effects.
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Outcome: Willingness to vote for

Estimate Std. Error t value Pr(>|t|)

Modulated Speech (Female) 6.1578 0.7759 7.94 0.0000

Modulated Speech (Male) 2.6456 0.7801 3.39 0.0007

High Pitch (Female) -0.0146 0.7758 -0.02 0.9850

High Pitch (Male) -1.9351 0.7802 -2.48 0.0131

Fast Rate (Female) 3.3608 0.7758 4.33 0.0000

Fast Rate (Male) 3.3682 0.7797 4.32 0.0000

High Volume (Female) 0.8456 0.7756 1.09 0.2756

High Volume (Male) 0.9934 0.7802 1.27 0.2030

Table 18: Also includes speaker and script fixed effects.
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